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#### Abstract

Using a large administrative data set from Chile, we find that, on average, boys perform better than girls in mathematics. In this paper, we document several features of their relative performance. First, we note that the gender gap appears to increase with age (it doubles between fourth grade and eighth grade). Second, we test whether commonly proposed explanations such as parental background and investment in the child, unobserved ability, and classroom environment (including teacher gender) help explain a substantial portion of the gap. While none of these explanations help in explaining a large portion of the gender gap, we show that boys and girls differ significantly in perceptions about their own ability in math. Conditional on math scores, girls are much more likely to state that they dislike math, or find math difficult, compared to boys. We highlight differences in self-assessed ability as areas for future research that might lead to a better understanding of the gender gap in math.
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## 1 Introduction

Throughout much of the developing world, women tend to be disadvantaged in terms of job opportunities and wages (Sen, 1999). This gap is at least partially due to a significant gender gap in educational levels which remain large in many countries (World Development Report 2012), although it is reversed in the US for recent cohorts (Goldin, Katz, and Kuziemko (2006) and Fortin, Oreopoulos, and Phipps (2012)). This gap is also potentially due to difference in the types of human capital women and men acquire, even conditional on the same level of education. For example, there is substantial evidence of a strong correlation between math test scores, math based curriculum, mathematical majors in college and future income earned, ${ }^{1}$ suggesting that observed differences in math skills across genders can explain part of the wage gap. It is therefore important for research to address the differences in the development of math skills and the determinants of math related specializations and the role played by myriad factors starting from early childhood, such as parental investments, preferences, expectations and innate ability. Understanding when and how differences between men and women begin to develop in the process of human capital accumulation is crucial to understand the gender gap in wages and job opportunities later in life.

We motivate our analysis by looking at a series of comparable data across countries that were part of the PISA-OECD test score data, administered to children around the age 15 in 65 countries. We show a substantial gap in math test scores in the pooled data across both developed and developing countries (although the gap appears to be larger in developed countries). While the PISA data serves as excellent motivation and evidence of external validity, they lack the detailed demographic data allowing for an in-depth exploration of the reasons behind the gender gap. The core of our analysis explore dynamics of the gender gap, and more detailed explanations for the gap using administrative data from Chile. A similar gap, to that identified in the PISA-OECD data, in math scores is also present in the Chilean SIMCE data (the SIMCE is a national test which is administered to all 4th and 8th graders in the country). In SIMCE

[^0]scores at age nine and ten (grade four) we see a sizable gap in the mean and median achievement. At the same time we note that these gaps expand substantially, nearly doubling by ages 13 and 14 (grade eight). Further, for the top 5 percent of the performance distribution, the gap continuously increases across grades; i.e. the ratios of boys to girls is 1.9 and 2.2 for grade four and eight respectively. The detailed nature of the data from Chile allows us to explore some more possibilities along the broad categories of individual, parental and school characteristics that are not available in the PISA data. A recent paper by Fryer and Levitt (2010) is closely related to our study. In that paper the authors establish that while the gender gap does not appear to be present at the beginning of school going age, boys perform better in math by the end of the first six years of school. A host of explanatory variables are unable to account for the gap in their setting.

Our paper expands on and complements the work of Fryer and Levitt (2010). We are able to control for a rich set of individual and family characteristics (for example, by examining differences within twins) and at the same time attempt to account for classroom composition, teacher gender and other related factors. Our data on math ability perception and parental investments is unique in this setting and allows us to further pursue relevant hypothesis regarding the emergence of the gender gap in math skills.

In terms of individual level characteristics, we examine factors such as birth weight and gestational age in the determination of test scores. Early childhood health has been shown to be important determinant of a host of later life outcomes like income, school performance and health (Black, Devereux, and Salvanes, 2007; Bharadwaj, Loken, and Neilson, 2011). If there are differences in early childhood health across genders, then perhaps some of this gap is driven by these "health endowments". We are also able to explore gender gaps within twin pairs, given the richness of the data from Chile. A twins fixed effect in this setting attempts to control for a large portion of unobserved family background and parental investment variables which twins share. Even within twins, we see a sizable gender gap in math.

We then examine the school and class environment. Given the population of school students observed in Chile, we can examine how gender composition of the classroom and classroom
size affects performance in math. The motivation for examining this comes from an influential literature suggesting that girls and boys perform differently in competitive environments. We can also test the role that teacher gender plays in mitigating or exacerbating the gender gap in math. Dee (2007) and Carrell, Page, and West (2010) find that gender of the teacher matters for female performance on science and math. While we cannot account for selection via random assignment of teachers, controlling for gender of the math teacher does little to close the gap. We also examine the role played by schools in influencing the gender gap by using school fixed effects.

Finally, we examine parental characteristics which is a critical part of the hypothesis related to sibling competition and differential resources within the household. In addition, we study the role of parental investments and student perceptions regarding their own math abilities. We find that students have different perceptions (based on gender) regarding their own math abilities. Even conditional on math score, we find that boys tend to be more optimistic about their math ability. For example, boys are much more likely to say that they are good at math than girls. However, it is not the case that girls are pessimistic about everything - while answering questions about general ability in school, the differences between boys and girls is much smaller. These gaps in perceptions appear to arise specifically in the context of mathematics ability. While we do not use data on perceived ability as an explanatory variable, the differences appear to suggest that this would be an important area for future research to focus on.

Taken together with the results of Fryer and Levitt (2010), it is apparent that not only is there a well established gender gap in math scores across many parts of the world, but that a host of potential explanations do little to explain this gap. The evidence we present suggests a combination of differential parental investments and also perceptions may play a role. Future research should focus on these aspects to further shed light on this issue.

## 2 Data

### 2.1 PISA Data

Table 1 of this paper uses data from the 2006 and 2009 PISA (Programme for International Student Assessment) tests to document the existence of the gender gap in math across several countries. The PISA is designed by the OECD to produce student outcomes that are comparable across countries and to provide information about the characteristics of successful students, families, schools, and national educational systems. It is administered to students who are between the ages of fifteen years and three months and sixteen years and two months. Students take a two hour test that includes both multiple choice and handwritten long-form answers. Each student is tested on only a portion of the available test modules, so the raw scores are scaled using the Rasch model of item response theory to reflect this fact. We further standardize the scores by country so that they have a mean of zero and a standard deviation of one. We focus on the results for mathematics. The math questions are in such areas as algebra, geometry, and interpretation of graphs, especially as they relate to solving real-world problems. ${ }^{2}$

### 2.2 Administrative Data from Chile

In addition to the introductory picture that the PISA data provides us, we also use detailed Chilean administrative data, including the SIMCE. The SIMCE (loosely translated as System for Measuring Educational Quality) is a national test administered annually in Chile for all fourth graders. On alternate years, eighth and tenth grade students are also given this test. We have data on the fourth grade SIMCE from 2002 and subsequently on a yearly basis from 2005 on. We use the eighth grade SIMCE as administered in 2007 and 2009. While there were waves of the eighth grade SIMCE administered prior to 2007, we do not use them, as the cohort that took those tests were born prior to 1992 and hence were not available in the vital statistics database (as detailed below).

[^1]The SIMCE test for fourth graders consists of reading, math, and a social science component. ${ }^{3}$ These results are published at various levels to track performance of schools and (what would be the equivalent of) school districts.

The Chilean administrative data we use in this paper allows us, in several ways, to go beyond what is possible with the PISA data. First, the SIMCE data covers almost all children in the relevant grades over multiple years, which allows us to examine students who took the SIMCE in both fourth and eighth grades to see how the gender gap in math scores changes as students grow older while eliminating possible selection effects. At the same time, as we are dealing with population data, we can analyze the very top performers, such as the top $1 \%$ or the top 5\%. According to UNESCO (2010), the survival rate to fifth grade in the 2007 school year was 96 percent, indicating that selection of students out of school is unlikely to bias the analysis for fourth grade. From the same source, the 2010 net enrollment rate for secondary school as a whole was 84 percent among boys and 87 percent among girls, indicating that differential dropout rates are similarly unlikely to bias the eighth grade results.

Because we are interested in understanding outcomes at the top end of the distribution, we should consider whether the SIMCE data does a better job than the PISA data of distinguishing students at the very top end of the distribution from one another. For example, can these tests tell us with some certainty that a student at the 99th percentile on a test is actually better at math than a student at the 95th percentile? Test design is an important issue when considering this question, as Ellison and Swanson (2010) show at length. Both the SIMCE and the PISA are designed to be broad-based tests that can be used at a national level (and an international level in the case of PISA) to compare regional performance and not to look at the performance of high achievers specifically. Both tests, however, do provide enough difficulty that very few students answer all the questions correctly, which increases our confidence that they can distinguish students at the top. Though both tests should be able to do a decent job, the SIMCE seems better able to address the gender gap at the top end of the distribution because of its structure and scope. The sample size of the SIMCE is much larger, so that we simply have more high

[^2]achievers in the sample and can reduce the standard error of our estimates when dealing with them. In addition, the SIMCE is better able to help us understand individual performance because it is longer and more uniform across individuals, while the PISA is shorter and uses different modules with different students, which allows for comparability across countries but does not give as much information about an individual student's performance as we would like.

Second, because we have the data for almost the entire relevant population of Chile for children born over a period of several years, we have a large number of sets of twins and of siblings, which allows us to control for family background, as well as unobserved school and neighborhood characteristics that they share. We cannot entirely control for genetic ability using this data - unlike studies that use genetically identical homozygotic twins - but the fact that twins of opposite gender share more genetic information, on top of identical prenatal care, than two randomly chosen students of opposite gender will help us understand the genetic component of the gender gap.

Third, this administrative data includes information on birth weight and gestational age (the time from when a child is conceived to when he or she is born). This data allows us to control for differential (pre-natal) parental investment in boy children relative to girl children. It may also relate to some components of ability, if ability is considered to be the initial potential skill or genetic endowment a person has at birth. Electronic birth records were established in 1992 in Chile; detailed information is collected about every birth, such as birth weight, birth length, and gestational age, as well as basic parental characteristics, such as mother's age, education, and occupational status. The vital statistics used in this paper stem from the same data base as used in Bharadwaj, Loken, and Neilson (2011). That paper shows that the vital statistics records in the dataset match rather well to nationally published records on births and deaths by year. Under the guidance of the Ministries of Health and Education, the vital statistics data were matched with the educational records for each child. Again, Bharadwaj, Loken, and Neilson (2011) show that a large fraction of the population is observed with valid schooling data.

Fourth, some parental time investment variables are available in this data. These come from questions asked to parents, such as whether they do homework with their child or read to their
child. This data will help us understand the role of differential postnatal parental investment in boys and girls on the gender gap.

Fifth, the SIMCE data includes the school and classroom of each student in the sample, so that we can include school and classroom fixed effects to control for the influence of these environments on the student. We can also examine the effect of classroom size or the gender composition of the classroom on the size of the gender gap, which will be important if boys and girls perform differently in different classroom environments, perhaps because of different attitudes toward competition or because of the need for different teaching styles.

The descriptive statistics for the SIMCE and other Chilean administrative data used are in Table A.1. Some characteristics to note in the data are that the modal level of education for mothers that have children in the data set is high school, that most mothers do not work (and the majority were unmarried), and that about a quarter of twin pairs are mixed sex.

## 3 Empirical Analysis

We conduct a simple empirical exercise where we regress math scores on a host of explanatory variables, including a dummy for student gender. The gender dummy will capture the effect of being male on test performance.

The main specification is as follows:

$$
\begin{equation*}
y_{i h s t}=\alpha+\beta M a l e_{i}+\gamma X_{i h s t}+\epsilon_{i h s t} \tag{1}
\end{equation*}
$$

where $y$ is the standardized (at the country level) test score in math, and the $X$ variables are controls for characteristics at the level of the individual, family, school, etc. Controls are introduced to be consistent with the hypotheses we test (one at a time in various subsections of this paper). $i$ indexes individuals, $h$ households, $s$ schools, and $t$ is for the year or, more precisely, the cohort. Our main parameter of interest, $\beta$, is meant to capture the gender gap.

In addition to examining the standardized test score, we also estimate linear models for the probability of falling above various percentiles of the test score distribution. In this case, $y$ is a
dummy variable for whether the standardized (at the country level) test score in math is in the top $50 \%, 25 \%, 10 \%$, or $5 \%$. In Appendix Table 2, we show that results are consistent while using a logit model for this purpose.

### 3.1 PISA-OECD Evidence for Existence of the Gender Gap

Our results for the PISA-OECD data are presented in Table 1. As we move from left to right in the table, we move across quantiles. ${ }^{4}$ At the bottom of the table we present the male-female ratio above the given quantile. For each quantile we have two columns, the first with the simple regression (including country fixed effects) and the second with additional controls for household and school characteristics (as well as a variable for OECD membership and an interaction of this with the "Male" variable). This analysis always includes year fixed effects plus age and grade of the student.

The regression for the probability of being in the top half of the distribution shows a substantial gap in mathematical test score: column (1) shows a male-female ratio of 1.125 in this group, despite the fact that only slightly less than half ( $49.4 \%$ ) of test-takers are male. This ratio increases monotonically along the distribution, and for the top five percent the ratio is as high as 1.878.

The even numbered columns of Table 1 allow us to characterize the math gender gap separately for OECD countries (which make up about half of our sample) and non-OECD countries, a division which corresponds roughly to high-income vs. low- and middle-income. We find that the gender gap for the OECD countries is actually somewhat larger on average than the gap for the non-OECD countries. These regressions also present a pattern in the coefficients of the control variables that is mostly consistent with our expectations: higher levels of maternal education, higher status maternal and paternal occupations, and more books at home generally increase the probability of being in the upper portion of the test score distribution for all four quantiles studied, and one's mother being an immigrant decreases this probability. Somewhat

[^3]surprisingly, having a higher wealth index slightly reduces the probability of performing well.

### 3.2 Analysis from Chilean Administrative Data

The addition of our Chilean administrative data allows us to go well beyond what is possible using the PISA-OECD data alone. As mentioned in Section 2, the Chilean data are extremely rich in many respects, including (i) population data (among other things we are now able to look at the top $1 \%$ of achievement), (ii) family background variables, (iii) a large sample of twins (iv) birth outcomes like birth weight and gestational age, (v) post birth parental investment measures and (vi) self assessed math ability.

### 3.2.1 Existence of the Gender Gap

Table 2 has simple OLS regressions that use the standardized SIMCE math test scores as the dependent variable, with fourth grade scores being used in the first through third columns and eighth grade scores in the fourth through sixth columns. The first and fourth columns report the results of the most basic, "unconditional" regression of test score on a dummy variable for whether a student is male. We will discuss the remaining columns in the next sections.

The most important result of this exercise is that the coefficient on "male", which measures the gender gap, remains substantially the same as these control variables are added, at around 0.08 of a standard deviation for fourth grade and around 0.2 of a standard deviation for eighth grade, suggesting that the gender gap is not the result of boys' and girls' having systematically different family, classroom, or school environments. ${ }^{5}$ It is also striking to observe that the gender gap more than doubles between fourth and eighth grade. ${ }^{6}$

This doubling also occurs when the sample of students is limited to those for whom we have both fourth grade and eighth grade scores, so that selection is not a plausible cause of this

[^4]phenomenon. Fryer and Levitt (2010) find a similar pattern among US schoolchildren, noting that "[ $t$ ]here are no mean differences between boys and girls upon entry to school, but girls lose more than two-tenths of a standard deviation relative to boys over the first six years of school" (p. 210). In the Chilean data, for computational reasons given to the very large sample sizes, we do not run quantile regressions, but we still investigate the distributional gap through the a linear probability model. The main findings from this model are that the unconditional male-female ratios increase from about 1.3 to 1.9 for 4th graders between the top $10 \%$ and the top $1 \%$ (Table 3). What is again striking is a large jump in the gaps for older children: for 8th graders the male-female ratios jump to 1.4 and 2.6 for the top $10 \%$ and $1 \%$ respectively (Table 3). ${ }^{7}$ In Appendix Table 2, we show that these results are robust to a logit fixed effects specification (estimated on a random $20 \%$ sample to ease the computational burden).

Another way to examine the dynamics of the gender gap is to examine 8th grade test scores while controlling for 4th grade scores. In this case, if 4th grade scores are reflective of parental investments and other aspects that are driving differences between boys and girls up to grade 4 , then controlling for these should lower the main effect of the gender gap in grade 8 . Table 4 presents two versions of this test, with the first panel just controlling for 4th grade test scores, and the second panel controlling for an interaction between 4th grade test scores and the male dummy. Focussing on the coefficient for the male dummy, we find that despite controlling for 4th grade performance, males perform better in 8th grade, but these coefficients are smaller (as expected) than the ones in Table 3. The interaction term in the second panel shows that males who do well in 4th grade do even better by 8th grade.

The gender gap in test scores may influence later wage differentials by gender. At the very least, the description of the math test score gender gap from the previous paragraph is consistent with the form that the wage gender gap among adults takes on. Nopo (2006), for example, finds that the unexplained gender gap in wages in Chile is at around twenty-five percent of average female wages with an increasing gap by wage percentile: "While for the lowest percentiles of the wage distribution, males tend to earn an unexplained premium of 10 percent to 20 percent

[^5]over comparable females, at the top of the distribution this premium increases to 40 percent to 80 percent, depending on the set of matching characteristics" (p.31).

Despite the gender gap in test scores, women receive more years of school than men on average in Chile, which one could hypothesize would compensate for some of the test score difference. Ñopo (2006) shows that, over the period from 1992 to 2003, women had 1.6 more years of schooling on average than men in rural areas and 0.5 years more in urban areas. Interestingly, the gender gap in wages was nonexistent in rural areas and quite large in urban areas, and the largest gender gap in wages by far was among college graduates. Education levels were increasing throughout this period. Nevertheless, women had relatively low, though increasing, rates of labor force participation during this period, of around 35 percent.

### 3.2.2 Family Background, School and Class Characteristics

In order to test whether family background and school and class characteristics are crucial in explaining the gap, we first add control variables able to capture such confounders, such as birth weight and gestational age of the student and the education, employment, marital status, and age of the student's mother. The second and fifth columns also include school fixed effects, while columns 3 and 6 have classroom fixed effects instead.

Once again, columns 2, 3, 5, and 6 of Table 2 confirm the previous "unconditional" findings reported in columns 1 and 4. The average gender gap can be explained neither on the basis of the maternal characteristics included nor on classroom and school selection. Looking at the control variables in Table 2, the children of more educated women had much better test scores, while the children of older mothers and married mothers did somewhat better. The log of birth weight also has a statistically significant impact of about 0.25 standard deviations on both fourth grade and eighth grade test scores, indicating that a student who had a birth weight that was ten percent higher could expect a math test score 0.025 standard deviations higher.

We can look at the right tail of the distribution, with the results shown in Table 3. We examine how the probability of being in the top 1,5 or $10 \%$ relates to the dummy variable for being male and the same set of control variables used in Table 2. In order to have a consistent
basis of comparison as the base percentage changes, as for the PISA-OECD analysis, we also calculate the predicted male-to-female ratio. We find that, as in the PISA data, the gender gap increases at higher scores: for the fourth grade specification with class fixed effects, there are predicted to be 1.27 male students for every female in the top $10 \%, 1.35$ males per female in the top $5 \%$, and 1.86 males per female in the top $1 \%$, while-consistent with the increase in coefficient in the OLS regression above-these ratios are 1.41, 1.50 and 2.33 among eighth graders. These results are not sensitive to the use of fixed effects at the school instead of the class level. ${ }^{8}$

We performed the same analysis for the twins sample both on the continuous (mean) test outcome as well as at the top end of the distribution. While twins based comparisons are useful from a research perspective, we present the twins results with the usual caveat that twins studies might not be generalizable to the broader population (see also Bharadwaj, Loken, and Neilson (2011) and Figlio et al. 2014 for more on this). Nevertheless, it helps us control for key unobservables at the household level. The findings of this analysis are presented in Table 5. While the twins analysis is meant to address several of the proposed explanations for the gender gap, in this section the focus is on parental background, which twins typically share. As is clear from the table, if anything, the gap is larger across the board for twins.

### 3.2.3 Parental Investment

Prenatal Investment In this section we examine whether differences in parental investments can help explain some of the gender gap in math test scores. Our motivation for examining this channel begins with the observation that studies have shown that boys typically tend to perform worse on early assessments of health such as APGAR scores (Gissler, Järvelin, Louhiala, Rahkonen, and Hemminki, 1999), even though they are typically born with higher birth weight. Moreover, in terms of early childhood cognitive achievement, females tend to perform better. Early studies such as Willerman, Naylor, and Myrianthopoulos (1970), using data from the US, show that females perform significantly better on tests such as the Bayley Motor Test (admin-

[^6]istered at an age of 8 months). According to the same study, females also perform better at the Binet IQ test administered at age 4. Simple correlations using data from the Children of the NLSY 1979 sample suggest that females do indeed perform better on early motor and social development skills tests (administered to children between the ages of 0 and 3). However, in tests such as the Peabody Picture and Vocabulary Test (PPVT) which is administered to children ages 3 and up, gender gaps appear in later ages, with males performing slightly better than females. Hence it appears that girls do better than boys along various health and cognitive measures in very early childhood.

The most convincing evidence we provide relies on the twins sample, since twins are subjected to the same investment or care in the womb. The richness of the data allows us to fully difference out prenatal investment and family background characteristics through the use of data on twins. This is not to say that twins are a representative sample of the population; in fact, they are quite clearly at the bottom end of the distribution in many respects including test scores.

Table 5 contains the results of OLS and probability regressions similar to those above with the sample restricted to twins. These results display the same trend of a gender gap that increases with age and at higher percentiles of the score distribution seen in previous tables. In fact, the twins results display an even larger gender gap than that in the overall sample. Twins are, of course, not average individuals, but the persistence of the gender gap among them does allow us to conclude that differential prenatal parental investment perhaps does not play a large role in creating this gap. As we can see from Table 5, girls fare worse than boys in math test scores even between twins.

Post-Natal Investment It is still possible that parents invest more into boys than girls, because of son preference (although this is unlikely in the case of Chile) or because of higher returns on the investment (wage differentials). We have some measures of parental investment in the Chilean data which can be summarized as mathematical or reading investments. For example, for the year 2002 data on 4th graders, the only year of data used in this part of the
analysis, parents were asked: "How often do you pose math problems to your child?" They could reply in 5 categories from 1 (never) to 5 (very often). Similar questions were asked for reading investment. ${ }^{9}$

We introduce such variables in our empirical model for the 4th grade test as continuous controls, the intuition being that if post-natal parental investment is the fundamental cause of the gender gap in math, once one controls for that (and other correlated confounders) the gap should shrink or disappear. ${ }^{10}$ Clearly parental investment is not a random event, so the analysis here is not able to make causal statements about the role of parental investments in the education production function. For our purposes, however, what we need to understand is whether parental investments are correlated with the gender of the child. When we control for parental investments as shown in Table 6, the gender gap remains relatively unchanged; note that this table also includes the interaction of parental investments with the male dummy. As expected the direct effect of parental investments appears to have a large and positive effect on test scores and the results are also indicative of a positive correlation between math investments and boys (the interaction term between math investments and the male dummy is positive throughout and just shy of significance in the last two columns). Even if our measures of parental investments do not capture the entire range of possible investments, we can turn to the evidence from the twins analysis, under the assumption that within twins, the difference in investment is minimal.

The central message is that parental investment, measured as time spent challenging children in math and reading, has a positive and significant impact on the overall performance of boys and girls but does not explain the gender gap, while at the same time we do find some indication for differential investment between boys and girls. Hence, we believe that further research along this measure would be important. One drawback of our parental investment measure is that it only measures investments as a flow at a certain point in time, rather than a stock that has accumulated since birth. Perhaps differences in the stock of parental investments are much more important for explaining the gender gap.

[^7]
### 3.2.4 Class Room Environment

Tables 7 and 8 explore the role of the class environment in explaining the gender gap. This table explores various aspects of the classroom environment already captured by the classroom fixed effects regressions seen earlier. Hence, while it is useful to understand the extent to which individual classroom level variables matter for the gender gap, we do not expect these variables to explain the gap since the the classroom fixed effects regressions did not appear to matter much for changing the coefficient of interest.

Table 7 shows that adding teacher gender as an explanatory variable does not change the gender gap much. Approximately $20 \%$ of the fourth grade math teachers in Chile are male. Typically, a teacher who teaches math in this grade also teaches other subjects like language and reading. While having a male teacher in general implies lower math scores, boys do slightly better in the presence of a male teacher (Column 3). However, the main message from these regressions is that (selection issues aside) a teacher's gender does not appear to matter much in terms of explaining the gender gap.

A very influential experimental literature (Gneezy, Niederle, and Rustichini (2003), Niederle and Vesterlund (2007) and for a summary Niederle and Vesterlund (2010)) finds that females tend to shy away from competition and that such behavior can explain a substantial part of the gender gap in performance in many realms that involve a significant competitive element, such as taking tests in school. It would be very hard, however, to square these results in particular experiments with experiments that involve verbal competition tasks, where it appears that girls do better than boys. In order to investigate such an issue, we introduce amongst the control variables the classroom composition in terms of share of male students. The thought experiment is the following: as the fraction of males in the classroom increases, females would feel a higher competitive pressure, which might hamper their performance. If this is a principal cause of the gender gap, female students should perform the same as males in predominantly female classrooms.

To investigate the influence of the competitive environment in the classroom on boys and girls, we regressed fourth and eighth grade test scores on different combinations of the male
dummy, the proportion of males in the student's fourth grade class, the number of students in the student's fourth grade class, and interactions of "male" with proportion male and class size. Table 8 reports the results of these regressions. We find that test scores go down for both boys and girls in fourth grade as the proportion of the class that is male increases, and that the effect is not significantly different by sex. For the eighth grade, we find that both sexes again do worse in the presence of more boys and that, in this case, boys experience this effect even more strongly than girls. Class size has a small negative effect on girls and a small positive effect on boys in fourth grade and a small positive effect on both sexes in eighth grade even controlling for school fixed effects. We might be concerned that a few outliers, classes which had almost all boys or almost all girls, are inordinately driving these results, so we also include the results of the regression excluding schools in which all students are of the same gender. This does not materially change the results. Thus, because we do not see a strong positive coefficient on the interaction of "male" and "fraction male," we learn from these class composition regressions that competition between boys and girls does not seem to be the main fact explaining the gender gap in math test scores either.

### 3.2.5 Self assessed ability

A unique feature of the data from Chile is the ability to measure self assessed ability in math in boys and girls in 4th grade. In Table 9 we examine whether boys and girls differ in various aspects of how difficult they perceive math to be conditional on their math score. What is perhaps surprising is that even conditional on math scores, across the wide range of questions, girls are much more likely to be pessimistic about their math abilities. For example, boys are $10 \%$ more likely to say that they are "good at math", and $8 \%$ more likely to say that they get good grades in math without studying much. Conditioning on math score matters significantly for the coefficient on gender, suggesting that self assessed perceptions and attitudes might go a long way towards explaining some of the gender gap in math (an excellent, related paper on this topic is González de San Román and De La Rica (2012)).

The main empirical problem here is that it is unclear whether perceptions affect math scores
or vice-versa, and hence, our analysis here is largely suggestive. However, we are able to provide some evidence that boys are not always more confident of their abilities than girls. In Table A. 3 we examine whether boys and girls differ in other attitudes towards school not related to math. While boys are still more likely to say that it is "important for me to get good grades", relative to the mean response for this variable, the magnitude is quite small. Boys are less likely to agree that they "understand very little of what happens in class" but the magnitudes are small.

## 4 Concluding Remarks

Motivated by the existence of a gender gap in math in many countries, we investigated the dynamics and underlying causes behind the gender gap using detailed micro data in Chile. We explored the roles played by parents (background characteristics as well as investment behavior), classroom environments including teacher's gender and class composition, and individual characteristics of the students. None of those seems to be able to account for a substantial portion of such a gap. Similarly controlling for school, and even class, fixed effects does very little to the gender gap suggesting that sorting across schools or classes is not what causes this gap. A promising avenue to explore in future work appears to be that of gender attitudes and self perceptions towards math, and the extent to which changing perceptions about math ability can influence performance on math tests.
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Table 1: Linear Regression of Top Scores for Pooled PISA Data, Full Sample of PISA Countries

|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Above Quantile | 50 | 50 | 75 | 75 | 90 | 90 | 95 | 95 |
| Male | $\begin{gathered} 0.0713^{* * *} \\ (0.00104) \end{gathered}$ | $\begin{aligned} & 0.0573 * * * \\ & (0.00163) \end{aligned}$ | $\begin{aligned} & 0.0741^{* *} * \\ & (0.000912) \end{aligned}$ | $\begin{aligned} & 0.0567 * * * \\ & (0.00143) \end{aligned}$ | $\begin{aligned} & 0.0491^{* * *} \\ & (0.000639) \end{aligned}$ | $\begin{gathered} 0.0381 * * * \\ (0.00101) \end{gathered}$ | $\begin{aligned} & 0.0316^{* *} * \\ & (0.000467) \end{aligned}$ | $\begin{aligned} & 0.0256^{* * *} \\ & (0.000749) \end{aligned}$ |
| In OECD Country |  | $\begin{gathered} -0.0992 * * * \\ (0.00151) \end{gathered}$ |  | $\begin{gathered} -0.0767 * * * \\ (0.00133) \end{gathered}$ |  | $\begin{aligned} & -0.0408^{* * *} \\ & (0.000944) \end{aligned}$ |  | $\begin{aligned} & -0.0223 * * * \\ & (0.000697) \end{aligned}$ |
| Male X OECD |  | $\begin{aligned} & 0.0231^{* * *} \\ & (0.00205) \end{aligned}$ |  | $\begin{gathered} 0.0272^{* * *} \\ (0.00180) \end{gathered}$ |  | $\begin{aligned} & 0.0167 * * * \\ & (0.00128) \end{aligned}$ |  | $\begin{aligned} & 0.00885 * * * \\ & (0.000944) \end{aligned}$ |
| Age | $\begin{gathered} -0.0585^{* * *} \\ (0.00189) \end{gathered}$ | $\begin{aligned} & 0.000371 \\ & (0.00174) \end{aligned}$ | $\begin{gathered} -0.0283 * * * \\ (0.00166) \end{gathered}$ | $\begin{aligned} & 0.0142^{* * *} \\ & (0.00153) \end{aligned}$ | $\begin{gathered} -0.00906 * * * \\ (0.00116) \end{gathered}$ | $\begin{gathered} 0.0127^{* * *} \\ (0.00109) \end{gathered}$ | $\begin{gathered} -0.00244^{* * *} \\ (0.000850) \end{gathered}$ | $\begin{gathered} 0.00997 * * * \\ (0.000802) \end{gathered}$ |
| Year 2009 | $\begin{aligned} & -0.000448 \\ & (0.00107) \end{aligned}$ | $\begin{gathered} -0.0228 * * * \\ (0.00134) \end{gathered}$ | $\begin{gathered} 0.000182 \\ (0.000941) \end{gathered}$ | $\begin{gathered} -0.0120^{* * *} \\ (0.00118) \end{gathered}$ | $\begin{gathered} 0.000399 \\ (0.000660) \end{gathered}$ | $\begin{gathered} -0.00392 * * * \\ (0.000838) \end{gathered}$ | $\begin{gathered} 0.000352 \\ (0.000482) \end{gathered}$ | $\begin{aligned} & -0.00155^{* *} \\ & (0.000619) \end{aligned}$ |
| Grade 8 or Below | $\begin{aligned} & -0.270 * * * \\ & (0.00229) \end{aligned}$ | $\begin{aligned} & -0.195^{* * *} \\ & (0.00214) \end{aligned}$ | $\begin{aligned} & -0.149 * * * \\ & (0.00202) \end{aligned}$ | $\begin{gathered} -0.0944 * * * \\ (0.00188) \end{gathered}$ | $\begin{gathered} -0.0601 * * * \\ (0.00141) \end{gathered}$ | $\begin{gathered} -0.0323 * * * \\ (0.00134) \end{gathered}$ | $\begin{gathered} -0.0284^{* * *} \\ (0.00103) \end{gathered}$ | $\begin{gathered} -0.0134^{* * *} \\ (0.000986) \end{gathered}$ |
| Grade 10 | $\begin{aligned} & 0.270^{* * *} \\ & (0.00144) \end{aligned}$ | $\begin{aligned} & 0.141^{* * *} \\ & (0.00113) \end{aligned}$ | $\begin{aligned} & 0.192^{* * *} \\ & (0.00127) \end{aligned}$ | $\begin{aligned} & 0.0978 * * * \\ & (0.000988) \end{aligned}$ | $\begin{aligned} & 0.0948^{* * *} \\ & (0.000888) \end{aligned}$ | $\begin{aligned} & 0.0471 * * * \\ & (0.000702) \end{aligned}$ | $\begin{aligned} & 0.0526 * * * \\ & (0.000649) \end{aligned}$ | $\begin{aligned} & 0.0258^{* * *} \\ & (0.000518) \end{aligned}$ |
| Grade 11 or Above | $\begin{aligned} & 0.383^{* * *} \\ & (0.00324) \end{aligned}$ | $\begin{aligned} & 0.141 * * * \\ & (0.00209) \end{aligned}$ | $\begin{aligned} & 0.305 * * * \\ & (0.00284) \end{aligned}$ | $\begin{aligned} & 0.113^{* * *} \\ & (0.00183) \end{aligned}$ | $\begin{aligned} & 0.171 * * * \\ & (0.00199) \end{aligned}$ | $\begin{aligned} & 0.0637 * * * \\ & (0.00130) \end{aligned}$ | $\begin{aligned} & 0.104 * * * \\ & (0.00146) \end{aligned}$ | $\begin{aligned} & 0.0391^{* * *} \\ & (0.000961) \end{aligned}$ |
| Mother at ISCED 1 |  | $\begin{aligned} & 0.0188 * * * \\ & (0.00215) \end{aligned}$ |  | $\begin{gathered} 0.00477 * * \\ (0.00189) \end{gathered}$ |  | $\begin{aligned} & 0.000218 \\ & (0.00134) \end{aligned}$ |  | $\begin{gathered} -1.96 \mathrm{e}-05 \\ (0.000990) \end{gathered}$ |
| Mother at ISCED 2 |  | $\begin{aligned} & 0.0196^{* * *} \\ & (0.00177) \end{aligned}$ |  | $\begin{gathered} 0.00865 * * * \\ (0.00155) \end{gathered}$ |  | $\begin{gathered} 0.00361 * * * \\ (0.00110) \end{gathered}$ |  | $\begin{aligned} & 0.00205^{* *} \\ & (0.000814) \end{aligned}$ |
| Mother at ISCED 3 |  | 0.0549*** |  | 0.0374*** |  | 0.0174*** |  | 0.00901*** |
|  |  | (0.00160) |  | (0.00140) |  | (0.000996) |  | (0.000735) |
| Mother at ISCED 4 |  | $\begin{gathered} -0.00166 \\ (0.00140) \end{gathered}$ |  | $\begin{gathered} -0.00738^{* * *} \\ (0.00123) \end{gathered}$ |  | $\begin{gathered} -0.00824 * * * \\ (0.000873) \end{gathered}$ |  | $\begin{gathered} -0.00519 * * * \\ (0.000645) \end{gathered}$ |
| Mother at ISCED 5 |  | $\begin{aligned} & 0.0214 * * * \\ & (0.00135) \end{aligned}$ |  | $\begin{aligned} & 0.0249 * * * \\ & (0.00118) \end{aligned}$ |  | $\begin{aligned} & 0.0161^{* * *} \\ & (0.000842) \end{aligned}$ |  | $\begin{aligned} & 0.0107 * * * \\ & (0.000622) \end{aligned}$ |
| Mother at ISCED 6 |  | $\begin{aligned} & 0.0399 * * * \\ & (0.00182) \end{aligned}$ |  | $\begin{aligned} & 0.0625^{* * *} \\ & (0.00159) \end{aligned}$ |  | $\begin{aligned} & 0.0459 * * * \\ & (0.00113) \end{aligned}$ |  | $\begin{aligned} & 0.0296^{* * *} \\ & (0.000836) \end{aligned}$ |
| Mother Upper Blue Collar |  | $\begin{gathered} 0.0430^{* * *} \\ (0.00226) \end{gathered}$ |  | $\begin{aligned} & 0.0269^{* * *} \\ & (0.00198) \end{aligned}$ |  | $\begin{aligned} & 0.0119^{* * *} \\ & (0.00141) \end{aligned}$ |  | $\begin{gathered} 0.00448^{* * *} \\ (0.00104) \end{gathered}$ |
| Mother Upper White Collar |  | $\begin{aligned} & 0.129 * * * \\ & (0.00138) \end{aligned}$ |  | $\begin{aligned} & 0.100^{* * *} \\ & (0.00121) \end{aligned}$ |  | $\begin{aligned} & 0.0538^{* * *} \\ & (0.000862) \end{aligned}$ |  | $\begin{aligned} & 0.0305^{* * *} \\ & (0.000636) \end{aligned}$ |
| Mother Lower White Collar |  | $\begin{aligned} & 0.0663^{* * *} \\ & (0.00133) \end{aligned}$ |  | $\begin{aligned} & 0.0393^{* * *} \\ & (0.00117) \end{aligned}$ |  | $\begin{aligned} & 0.0166^{* * *} \\ & (0.000832) \end{aligned}$ |  | $\begin{aligned} & 0.00784 * * * \\ & (0.000614) \end{aligned}$ |
| Fatther Upper Blue Collar |  | $\begin{aligned} & 0.0265 * * * \\ & (0.00137) \end{aligned}$ |  | $\begin{gathered} 0.0149^{* * *} \\ (0.00121) \end{gathered}$ |  | $\begin{gathered} 0.00618^{* * *} \\ (0.000858) \end{gathered}$ |  | $\begin{gathered} 0.00322 * * * \\ (0.000633) \end{gathered}$ |
| Father Upper White Collar |  | $\begin{aligned} & 0.138 * * * \\ & (0.00136) \end{aligned}$ |  | $\begin{aligned} & 0.112^{* * *} \\ & (0.00119) \end{aligned}$ |  | $\begin{aligned} & 0.0605^{* * *} \\ & (0.000847) \end{aligned}$ |  | $\begin{aligned} & 0.0345^{* * * *} \\ & (0.000625) \end{aligned}$ |
| Father Lower White Collar |  | $\begin{aligned} & 0.0649 * * * \\ & (0.00173) \end{aligned}$ |  | $\begin{aligned} & 0.0445^{* * *} \\ & (0.00152) \end{aligned}$ |  | $\begin{gathered} 0.0187 * * * \\ (0.00108) \end{gathered}$ |  | $\begin{gathered} 0.00898 * * * \\ (0.000795) \end{gathered}$ |
| Mother is Immigrant |  | $\begin{gathered} -0.0219^{* * *} \\ (0.00147) \end{gathered}$ |  | $\begin{gathered} -0.00721^{* * *} \\ (0.00129) \end{gathered}$ |  | $\begin{gathered} 0.000910 \\ (0.000918) \end{gathered}$ |  | $\begin{gathered} 0.00233 * * * \\ (0.000678) \end{gathered}$ |
| Wealth Index |  | $\begin{aligned} & -0.0194 * * * \\ & (0.000511) \end{aligned}$ |  | $\begin{aligned} & -0.0162 * * * \\ & (0.000448) \end{aligned}$ |  | $\begin{gathered} -0.00863 * * * \\ (0.000319) \end{gathered}$ |  | $\begin{gathered} -0.00517 * * * \\ (0.000235) \end{gathered}$ |
| 11 to 25 Books |  | $\begin{gathered} 0.0545 * * * \\ (0.00164) \end{gathered}$ |  | $\begin{aligned} & 0.0279 * * * \\ & (0.00144) \end{aligned}$ |  | $\begin{gathered} 0.00997 * * * \\ (0.00102) \end{gathered}$ |  | $\begin{gathered} 0.00447 * * * \\ (0.000753) \end{gathered}$ |
| 26 to 100 Books |  | $\begin{aligned} & 0.148^{* * *} \\ & (0.00156) \end{aligned}$ |  | $\begin{aligned} & 0.0903^{* * *} \\ & (0.00137) \end{aligned}$ |  | $\begin{aligned} & 0.0381 * * * \\ & (0.000976) \end{aligned}$ |  | $\begin{aligned} & 0.0187^{* * *} \\ & (0.000721) \end{aligned}$ |
| 101 to 200 Books |  | $\begin{aligned} & 0.219^{* * *} \\ & (0.00185) \end{aligned}$ |  | $\begin{aligned} & 0.152^{* * *} \\ & (0.00162) \end{aligned}$ |  | $\begin{gathered} 0.0721^{* * *} \\ (0.00115) \end{gathered}$ |  | $\begin{aligned} & 0.0377^{* * *} \\ & (0.000850) \end{aligned}$ |
| 201 to 500 Books |  | $\begin{aligned} & 0.298^{* * *} \\ & (0.00205) \end{aligned}$ |  | $\begin{aligned} & 0.241^{* * *} \\ & (0.00180) \end{aligned}$ |  | $\begin{aligned} & 0.129^{* * *} \\ & (0.00128) \end{aligned}$ |  | $\begin{aligned} & 0.0739^{* * *} \\ & (0.000944) \end{aligned}$ |
| More Than 500 Books |  | $\begin{aligned} & 0.269^{* * *} \\ & (0.00241) \end{aligned}$ |  | $\begin{aligned} & 0.239^{* * *} \\ & (0.00211) \end{aligned}$ |  | $\begin{aligned} & 0.147 * * * \\ & (0.00150) \end{aligned}$ |  | $\begin{aligned} & 0.0901 * * * \\ & (0.00111) \end{aligned}$ |
| Constant | $\begin{aligned} & 1.254 * * * \\ & (0.0305) \end{aligned}$ | $\begin{gathered} 0.161 * * * \\ (0.0275) \end{gathered}$ | $\begin{gathered} 0.562 * * * \\ (0.0268) \end{gathered}$ | $\begin{gathered} -0.232 * * * \\ (0.0241) \end{gathered}$ | $\begin{gathered} 0.170 * * * \\ (0.0188) \end{gathered}$ | $\begin{gathered} -0.238 * * * \\ (0.0172) \end{gathered}$ | $\begin{gathered} 0.0453 * * * \\ (0.0137) \end{gathered}$ | $\begin{gathered} -0.187 * * * \\ (0.0127) \end{gathered}$ |
| Country Dummies | Yes | No | Yes | No | Yes | No | Yes | No |
| Observations | 862,283 | 862,283 | 862,283 | 862,283 | 862,283 | 862,283 | 862,283 | 862,283 |
| R-squared | 0.078 | 0.154 | 0.052 | 0.130 | 0.028 | 0.085 | 0.018 | 0.055 |
| Above Quantile | 50 | 50 | 75 | 75 | 90 | 90 | 95 | 95 |
| Ratio Male to Female | 1.125 | 1.094 | 1.315 | 1.225 | 1.610 | 1.434 | 1.878 | 1.649 |

*** $p<0.01$ ** $p<0.05$ * $p<0.1$

Table 2: Main Regression Specification Using SIMCE Results

|  | Standardized 4th grade SIMCE |  |  | Standardized 8th grade SIMCE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dummy for Male | $\begin{gathered} 0.0826 * * * \\ (0.00164) \end{gathered}$ | $\begin{gathered} 0.0874^{* * *} \\ (0.00162) \end{gathered}$ | $\begin{gathered} 0.0927^{* * *} \\ (0.00162) \end{gathered}$ | $\begin{aligned} & 0.196 * * * \\ & (0.00305) \end{aligned}$ | $\begin{aligned} & 0.205 * * * \\ & (0.00267) \end{aligned}$ | $\begin{aligned} & 0.211 * * * \\ & (0.00267) \end{aligned}$ |
| Log Birth Weight |  | $\begin{aligned} & 0.243 * * * \\ & (0.00488) \end{aligned}$ | $\begin{aligned} & 0.238^{* * *} \\ & (0.00482) \end{aligned}$ |  | $\begin{aligned} & 0.245 * * * \\ & (0.00801) \end{aligned}$ | $\begin{aligned} & 0.244 * * * \\ & (0.00795) \end{aligned}$ |
| Full term Birth |  | $\begin{gathered} 0.00185 \\ (0.00205) \end{gathered}$ | $\begin{aligned} & -0.000208 \\ & (0.00203) \end{aligned}$ |  | $\begin{aligned} & -0.000399 \\ & (0.00329) \end{aligned}$ | $\begin{aligned} & -0.00222 \\ & (0.00326) \end{aligned}$ |
| Mother's Age at Birth |  | $\begin{aligned} & 0.00218^{* * *} \\ & (0.000132) \end{aligned}$ | $\begin{aligned} & 0.00193 * * * \\ & (0.000131) \end{aligned}$ |  | $\begin{aligned} & 0.00138 * * * \\ & (0.000218) \end{aligned}$ | $\begin{aligned} & 0.00121 * * * \\ & (0.000217) \end{aligned}$ |
| Unmarried Mother |  | $\begin{gathered} -0.0405 * * * \\ (0.00170) \end{gathered}$ | $\begin{gathered} -0.0360^{* * *} \\ (0.00168) \end{gathered}$ |  | $\begin{gathered} -0.0218 * * * \\ (0.00277) \end{gathered}$ | $\begin{gathered} -0.0175 * * * \\ (0.00275) \end{gathered}$ |
| Mother attended High School |  | $\begin{aligned} & 0.228 * * * \\ & (0.00208) \end{aligned}$ | $\begin{aligned} & 0.209 * * * \\ & (0.00206) \end{aligned}$ |  | $\begin{aligned} & 0.161 * * * \\ & (0.00330) \end{aligned}$ | $\begin{aligned} & 0.144 * * * \\ & (0.00328) \end{aligned}$ |
| Mother attended Colege |  | $\begin{aligned} & 0.422 * * * \\ & (0.00332) \end{aligned}$ | $\begin{aligned} & 0.397 * * * \\ & (0.00330) \end{aligned}$ |  | $\begin{aligned} & 0.346 * * * \\ & (0.00562) \end{aligned}$ | $\begin{aligned} & 0.322 * * * \\ & (0.00559) \end{aligned}$ |
| Mother Employed |  | $\begin{aligned} & 0.0797 * * * \\ & (0.00200) \end{aligned}$ | $\begin{gathered} 0.0736 * * * \\ (0.00199) \end{gathered}$ |  | $\begin{aligned} & 0.0601 * * * \\ & (0.00337) \end{aligned}$ | $\begin{aligned} & 0.0556 * * * \\ & (0.00335) \end{aligned}$ |
| Additional controls |  | School FE | Class FE |  | School FE | Class FE |
| Observations | 1,444,735 | 1,225,761 | 1,225,761 | 422,319 | 418,017 | 418,017 |
| R-squared | 0.003 | 0.255 | 0.345 | 0.010 | 0.353 | 0.400 |

Table 3: Linear Regression of Top Scores from SIMCE Data

| Dummy for Male | Standardized 4th grade SIMCE |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Probability of being in the top $10 \%$ |  |  | Probability of being in the top 5\% |  |  | Probability of being in the top $1 \%$ |  |  |
|  | $\begin{aligned} & 0.0251^{* * *} \\ & (0.000520) \end{aligned}$ | $\begin{aligned} & 0.0246 * * * \\ & (0.000548) \end{aligned}$ | $\begin{aligned} & 0.0253 * * * \\ & (0.000563) \end{aligned}$ | $\begin{aligned} & 0.0156 * * * \\ & (0.000394) \end{aligned}$ | $\begin{aligned} & 0.0150 * * * \\ & (0.000422) \end{aligned}$ | $\begin{aligned} & 0.0155 * * * \\ & (0.000433) \end{aligned}$ | $\begin{gathered} 0.00591 * * * \\ (0.000226) \end{gathered}$ | $\begin{gathered} 0.00567 * * * \\ (0.000246) \end{gathered}$ | $\begin{gathered} 0.00588 * * * \\ (0.000253) \end{gathered}$ |
| Controls |  | School FE | Class FE |  | School FE | Class FE |  | School FE | Class FE |
| Male/Female | 1.27 | 1.26 | 1.27 | 1.35 | 1.33 | 1.35 | 1.86 | 1.67 | 1.86 |
| Observations <br> R-squared | $\begin{gathered} 1,444,735 \\ 0.002 \end{gathered}$ | $\begin{gathered} 1,225,761 \\ 0.119 \end{gathered}$ | $\begin{gathered} 1,225,761 \\ 0.173 \end{gathered}$ | $\begin{gathered} 1,444,735 \\ 0.001 \end{gathered}$ | $\begin{gathered} 1,225,761 \\ 0.082 \end{gathered}$ | $\begin{gathered} 1,225,761 \\ 0.133 \end{gathered}$ | $\begin{gathered} 1,444,735 \\ 0.001 \end{gathered}$ | $\begin{gathered} 1,225,761 \\ 0.038 \end{gathered}$ | $\begin{gathered} 1,225,761 \\ 0.085 \end{gathered}$ |
| Standardized 8th grade SIMCE |  |  |  |  |  |  |  |  |  |
| Dummy for Male | Probability of being in the top $10 \%$ |  |  | Probability of being in the top 5\% |  |  | Probability of being in the top $1 \%$ |  |  |
|  | $\begin{aligned} & 0.0353 * * * \\ & (0.000961) \end{aligned}$ | $\begin{aligned} & 0.0337 * * * \\ & (0.000879) \end{aligned}$ | $\begin{aligned} & 0.0339 * * * \\ & (0.000887) \end{aligned}$ | $\begin{aligned} & 0.0221^{* * *} \\ & (0.000730) \end{aligned}$ | $\begin{aligned} & 0.0208 * * * \\ & (0.000680) \end{aligned}$ | $\begin{aligned} & 0.0209 * * * \\ & (0.000684) \end{aligned}$ | $\begin{gathered} 0.00896 * * * \\ (0.000430) \end{gathered}$ | $\begin{gathered} 0.00812 * * * \\ (0.000414) \end{gathered}$ | $\begin{gathered} 0.00786^{* * *} * \\ (0.000414) \end{gathered}$ |
| Controls |  | School FE | Class FE |  | School FE | Class FE |  |  |  |
| Male/Female | 1.42 | 1.40 | 1.41 | 1.56 | 1.50 | 1.50 | 2.64 | 2.36 | 2.29 |
| Observations | 422,319 | 418,017 | 418,017 | 422,319 | 418,017 | 418,017 | 422,319 | 418,017 | 418,017 |
| R-squared | 0.003 | 0.230 | 0.265 | 0.002 | 0.175 | 0.210 | 0.001 | 0.089 | 0.122 |

Table 4: Linear Regression of 8th Grade Top Scores from SIMCE Data Controlling for Performance in 4th Grade

| Without Male Interaction Term |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Probability of being in the top $10 \%$ |  |  | Probability of being in the top 5\% |  |  | Probability of being in the top $1 \%$ |  |  |
| Top X percentile status in 4th grade (dummy variable) $\begin{array}{r}\text { Dummy for Male } \\ \text { Controls }\end{array}$ | $\begin{gathered} 0.0258 * * * \\ (0.00135) \\ 0.438 * * * \\ (0.00206) \end{gathered}$ | $\begin{gathered} 0.0267 * * * \\ (0.00131) \\ 0.331 * * * \\ (0.00344) \\ \text { School FE } \end{gathered}$ | $\begin{gathered} 0.0272 * * * \\ (0.00137) \\ 0.328 * * * \\ (0.00351) \\ \text { Class FE } \end{gathered}$ | $\begin{aligned} & 0.0191 * * * \\ & (0.00108) \\ & 0.349 * * \\ & (0.00215) \end{aligned}$ | 0.0189*** <br> (0.00105) <br> 0.265*** <br> (0.00434) <br> School FE | $\begin{gathered} 0.0197 * * * \\ (0.00109) \\ 0.262 * * * \\ (0.00442) \\ \text { Class FE } \end{gathered}$ | $\begin{gathered} 0.00838^{* * *} \\ (0.000665) \\ 0.207 * * \\ (0.00223) \end{gathered}$ | $\begin{gathered} 0.00769^{* * *} \\ (0.000657) \\ 0.165 * * \\ (0.00636) \\ \text { School FE } \end{gathered}$ | $0.00763 * * *$ <br> (0.000681) <br> 0.163*** <br> (0.00643) <br> Class FE |
| Observations R-squared | $\begin{gathered} 179,785 \\ 0.210 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.351 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.379 \end{gathered}$ | $\begin{gathered} 179,785 \\ 0.133 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.261 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.289 \end{gathered}$ | $\begin{gathered} 179,785 \\ 0.048 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.133 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.163 \end{gathered}$ |
| With Male Interaction Term |  |  |  |  |  |  |  |  |  |
|  | Probability of being in the top $10 \%$ |  |  | Probability of being in the top 5\% |  |  | Probability of being in the top $1 \%$ |  |  |
| Dummy for Male Top X percentile status in 4th grade (dummy variable) Top X percentile status in 4th grade (dummy variable) X Male Controls | $\begin{aligned} & 0.0225 * * * \\ & (0.00144) \\ & 0.423 * * \\ & (0.00304) \\ & 0.0273 * * * \\ & (0.00412) \end{aligned}$ | $\begin{aligned} & 0.0231 * * * \\ & (0.00120) \\ & 0.314 * * \\ & (0.00490) \\ & 0.0312 * * * \\ & (0.00647) \\ & \text { School FE } \end{aligned}$ | $\begin{gathered} 0.0234^{* * *} \\ (0.00127) \\ 0.310^{* * *} \\ (0.00501) \\ 0.0330^{* * *} \\ (0.00664) \\ \text { Class FE } \end{gathered}$ | $\begin{gathered} 0.0158 * * * \\ (0.00111) \\ 0.321 * * * \\ (0.00323) \\ 0.0502 * * * \\ (0.00432) \end{gathered}$ | $\begin{gathered} 0.0154 * * * \\ (0.000961) \\ 0.233 * * \\ (0.00629) \\ 0.0577 * * \\ (0.00851) \\ \text { School FE } \end{gathered}$ | $\begin{gathered} 0.0161^{* * *} \\ (0.00101) \\ 0.229^{* * *} \\ (0.00641) \\ 0.0581^{* * *} \\ (0.00867) \\ \text { Class FE } \end{gathered}$ | $\begin{gathered} 0.00758 * * * \\ (0.000673) \\ 0.186 * * \\ (0.00346) \\ 0.0361 * * * \\ (0.00453) \end{gathered}$ | $0.00691 * * *$ <br> (0.000619) <br> 0.142 *** <br> (0.00938) <br> 0.0397*** <br> (0.0127) <br> School FE | 0.00689*** <br> (0.000646) <br> 0.141*** <br> (0.00949) <br> 0.0372*** <br> (0.0129) <br> Class FE |
| Observations R-squared | $\begin{gathered} 179,785 \\ 0.210 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.352 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.379 \end{gathered}$ | $\begin{gathered} 179,785 \\ 0.134 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.262 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.290 \end{gathered}$ | $\begin{gathered} 179,785 \\ 0.048 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.133 \end{gathered}$ | $\begin{gathered} 178,015 \\ 0.163 \end{gathered}$ |

[^8]Table 5: Regressions on Twins Sample

|  | Standardized 4th grade SIMCE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Probability of being in the top percentile |  |  |  |
|  |  | 25 | 10 | 5 | 1 |
| Dummy for Male | $\begin{gathered} 0.148 * * * \\ (0.0167) \end{gathered}$ | $\begin{gathered} 0.0643 * * * \\ (0.00893) \end{gathered}$ | $\begin{gathered} 0.0485^{* * *} \\ (0.00698) \end{gathered}$ | $\begin{gathered} 0.0305^{* * *} \\ (0.00568) \end{gathered}$ | $\begin{gathered} 0.00774 * * \\ (0.00349) \end{gathered}$ |
| Constant | $\begin{aligned} & -0.137 * * * \\ & (0.00870) \end{aligned}$ | $\begin{aligned} & 0.202 * * * \\ & (0.00466) \end{aligned}$ | $\begin{gathered} 0.0741^{* * *} \\ (0.00364) \end{gathered}$ | $\begin{gathered} 0.0388^{* * *} \\ (0.00296) \end{gathered}$ | $\begin{gathered} 0.0129 * * * \\ (0.00182) \end{gathered}$ |
| Male to female ratio |  | 1.26 | 1.67 | 1.99 | 2.08 |
| Observations | 22,074 | 22,074 | 22,074 | 22,074 | 22,074 |
| Number of Twin Groups | 12,461 | 12,461 | 12,461 | 12,461 | 12,461 |
|  | Standardized 8th grade SIMCE |  |  |  |  |
|  | Mean | Probability of being in the top percentile |  |  |  |
|  |  | 25 | 10 | 5 | 1 |
| Dummy for Male | $\begin{gathered} 0.269 * * * \\ (0.0327) \end{gathered}$ | $\begin{gathered} 0.115 * * * \\ (0.0173) \end{gathered}$ | $\begin{gathered} 0.0728^{* * *} \\ (0.0136) \end{gathered}$ | $\begin{gathered} 0.0405^{* * *} \\ (0.0110) \end{gathered}$ | $\begin{gathered} 0.0113^{*} \\ (0.00674) \end{gathered}$ |
| Constant | $\begin{gathered} -0.187 * * * \\ (0.0166) \end{gathered}$ | $\begin{aligned} & 0.187 * * * \\ & (0.00881) \end{aligned}$ | $\begin{aligned} & 0.0668^{* * *} \\ & (0.00693) \end{aligned}$ | $\begin{gathered} 0.0379 * * * \\ (0.00561) \end{gathered}$ | $\begin{aligned} & 0.0120^{* * *} \\ & (0.00342) \end{aligned}$ |
| Male to female ratio |  | 1.57 | 1.90 | 1.94 | 3.44 |
| Observations | 6,293 | 6,293 | 6,293 | 6,293 | 6,293 |
| Number of Twin Groups | 3,834 | 3,834 | 3,834 | 3,834 | 3,834 |

Table 6: 4th Grade SIMCE Scores and Parental Investments

## 4th Grade SIMCE Math

| Dummy for Male | $0.0796^{* * *}$ | $0.0885^{* * *}$ | $0.0914^{* * *}$ |
| ---: | :---: | :---: | :---: |
|  | $(0.00770)$ | $(0.00682)$ | $(0.00677)$ |
| Investments in Math | $0.168^{* * *}$ | $0.110^{* * *}$ | $0.104^{* * *}$ |
|  | $(0.00693)$ | $(0.00602)$ | $(0.00598)$ |
| Investments in Reading | $0.103^{* * *}$ | $0.0148^{* *}$ | $0.0161^{* * *}$ |
|  | $(0.00710)$ | $(0.00621)$ | $(0.00618)$ |
| Male X Investments in Reading | -0.00327 | -0.00184 | -0.00519 |
|  | $(0.0102)$ | $(0.00897)$ | $(0.00890)$ |
| Male X Investments in Math | $0.0196^{* *}$ | 0.0112 | 0.0122 |
|  | $(0.00988)$ | $(0.00861)$ | $(0.00853)$ |
| Controls |  | School FE | Class FE |
|  |  |  |  |
| Observations | 184,144 | 182,189 | 182,189 |
| R-squared | 0.015 | 0.301 | 0.339 |
|  |  |  |  |

Robust standard errors in parentheses

* significant at $10 \%$; ** significant at $5 \%$; *** significant at $1 \%$

Other controls: See Table 3

Table 7: Teacher Gender and Math Scores

|  | OLS: Standardized 4th grade SIMCE Score |  |  |
| :--- | :---: | :---: | :---: |
| Dummy for Male | $0.0914^{* * *}$ | $0.0914^{* * *}$ | $0.0896^{* * *}$ |
|  | $(0.00209)$ | $(0.00209)$ | $(0.00226)$ |
| Math teacher Male |  | $-0.0635^{* * *}$ | $-0.0703^{* * *}$ |
|  |  | $(0.00571)$ | $(0.00648)$ |
| Male X Math teacher Male |  |  | $0.0127^{* *}$ |
|  |  |  | $(0.00602)$ |
| Observations | 797,102 | 797,102 | 797,102 |
| R-squared | 0.256 | 0.257 | 0.257 |
| *significant $10 \% \cdot * *$ significant at 5\%**** significant at $1 \%$ |  |  |  |

$*$ significant at $10 \% ; * *$ significant at $5 \% ; * * *$ significant at $1 \%$
Standard errors clustered at the classroom level in brackets.
Other controls include class size, fraction male in class, school fixed effects. All regressions also include log birth
weight, gestational age, mother's age, education, marital and employment status. Teacher gender information not available for 2009 and 2010.

Table 8: SIMCE Scores Regressed on Class Size and Composition


Standard errors clustered at the classroom level in brackets.

* significant at $10 \%$; ** significant at $5 \%$; *** significant at $1 \%$

Controls include Birth Weight, Gestational Age, Mother's Age and Education, Mother Employment status, and School FE

Table 9: Gender and Perceptions about Math Ability

| Responses are in agreement with the statements | In general I am quite good at Math | I like math classes in my school | Math is harder for me than for the rest of my peers |  |
| :---: | :---: | :---: | :---: | :---: |
| Dummy for Male | 0.104*** | 0.0272*** | -0.0168*** |  |
|  | (0.00164) | (0.00163) | (0.00136) |  |
| Simce math score | 0.164*** | 0.0184*** | $\begin{aligned} & -0.132 * * * \\ & (0.000766) \end{aligned}$ |  |
|  | (0.000907) | (0.000940) |  |  |
| Observations | 364,337 | 389,653 | 387,355 |  |
| R -squared | 0.152 | 0.086 | 0.114 |  |
| Mean of dependent variable | 0.477 | 0.443 | 0.223 |  |
| Responses are in agreement with the statements | I learn math quickly and easily | I am not good at Math | I like to study Math | I get good grades in Math without studying |
| Dummy for Male | 0.116*** | -0.0139*** | $0.0454^{* * *}$ | $0.0885^{* * *}$ |
|  | (0.00163) | (0.00124) |  | $(0.00154)$ |
| Simce math score | 0.134*** | -0.0951*** | $\begin{aligned} & 0.0619 * * * \\ & (0.000960) \end{aligned}$ | $\begin{aligned} & 0.119 * * * \\ & (0.000901) \end{aligned}$ |
|  | (0.000916) | (0.000715) |  |  |
| Observations | 386,128 | 383,740 | 372,307 | 368,427 |
| R -squared | 0.106 | 0.086 | 0.079 | 0.104 |
| Mean of dependent variable | 0.448 | 0.168 | 0.459 | 0.301 |
| Robust standard errors in parentheses, clustered at the classroom level. $* * * \mathrm{p}<0.01, * * \mathrm{p}<0.05, * \mathrm{p}<0.1$ <br> Notes: controls are year of SIMCE test, full term birth, mother's education, marital status and age. School fixed effects in all regressions. |  |  |  |  |
|  |  |  |  |  |

## A Appendix

Table A.1: Descriptive Statistics for Chilean Administrative Data

|  | Observations | Mean | Standard Deviation |
| :--- | :---: | :---: | :---: |
| Birth Weight (in Grams) | 1687269 | 3357.58 | 512.08 |
| Fraction Fullterm Births (38-40 Weeks Gestation) | 1687269 | 0.804 | 0.396 |
| Fraction of Mothers Married | 1481512 | 0.41 |  |
| Mother's Education: Primary School | 1679693 | 0.27 |  |
| Mother's Education: High School | 1679693 | 0.58 |  |
| Mother's Education: College | 1679693 | 0.14 |  |
| Fraction of Mothers Employed | 1686582 | 0.25 |  |
| Fraction Twins Both Male | 25619 | 0.34 |  |
| Fraction Twins of Mixed Sex | 25619 | 0.24 |  |
| Fraction Twins Both Female | 25619 | 0.42 |  |
| Fraction of Students Male in Sample | 1687269 | 0.502 | 0.50 |
| Class size in 4th grade | 1675350 | 31.82 | 13.88 |
| Fraction Male in 4th Grade | 1675350 | 0.51 | 0.18 |
| Class size in 8th grade | 784973 | 34.33 | 16.3 |
| Fraction Male in 8th Grade | 784973 | 0.50 | 0.18 |

Table A.2: Fixed Effects Logistical Regression: Top Scores from SIMCE Data

| 4th Grade | Probability of being in the top $10 \%$ |  | Probability of being in the top $5 \%$ |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


| 8th Grade | Probability of being in the top $10 \%$ |  |  | Probability of being in the top $5 \%$ |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Standard errors in parentheses
*** $\mathrm{p}<0.01, * * \mathrm{p}<0.05, * \mathrm{p}<0.1$
Other controls: See Table 3
Note: Both panels use a random $20 \%$ sample of the data

| Table A. 3: General Attitudes toward Classes and Gender |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Responses are in agreement with the statements | I am as capable of learning as the rest of my peers | Generally understand very little of what happens in class | Have trouble concentrating in class | I do certain tasks even though I find them difficult | My notebooks are usually incomplete | I like to study for tests | It is important for me to get good grades | I take good notes in class |
| Male | $\begin{aligned} & -0.0191 * * * \\ & (0.00108) \end{aligned}$ | $\begin{aligned} & -0.0168^{* * *} \\ & (0.00136) \end{aligned}$ | $\begin{aligned} & 0.000815 \\ & (0.00129) \end{aligned}$ | $\begin{aligned} & 0.116 * * * \\ & (0.00163) \end{aligned}$ | $\begin{aligned} & -0.0139 * * * \\ & (0.00124) \end{aligned}$ | $\begin{aligned} & 0.0454 * * * \\ & (0.00169) \end{aligned}$ | $\begin{aligned} & 0.0885^{* * *} \\ & (0.00154) \end{aligned}$ | $\begin{aligned} & 0.0610^{* * *} \\ & (0.00160) \end{aligned}$ |
| Simce math score | $\begin{aligned} & 0.0398 * * * \\ & (0.000609) \end{aligned}$ | $\begin{aligned} & -0.132 * * * \\ & (0.000766) \end{aligned}$ | $\begin{aligned} & -0.0887 * * * \\ & (0.000740) \end{aligned}$ | $\begin{aligned} & 0.134 * * * \\ & (0.000916) \end{aligned}$ | $\begin{aligned} & -0.0951 * * * \\ & (0.000715) \end{aligned}$ | $\begin{aligned} & 0.0619^{* * *} \\ & (0.000960) \end{aligned}$ | $\begin{aligned} & 0.119^{* * *} \\ & (0.000901) \end{aligned}$ | $\begin{aligned} & 0.0582^{* * *} \\ & (0.000931) \end{aligned}$ |
| Log Birth Weight | $\begin{aligned} & -0.00315 \\ & (0.00334) \end{aligned}$ | $\begin{aligned} & -0.0233 * * * \\ & (0.00420) \end{aligned}$ | $\begin{aligned} & -0.00641 \\ & (0.00397) \end{aligned}$ | $\begin{aligned} & 0.0506 * * * \\ & (0.00487) \end{aligned}$ | $\begin{aligned} & -0.0236 * * * \\ & (0.00386) \end{aligned}$ | $\begin{aligned} & 0.0241^{* * *} \\ & (0.00507) \end{aligned}$ | $\begin{aligned} & 0.0385 * * * \\ & (0.00456) \end{aligned}$ | $\begin{aligned} & 0.0321 * * * \\ & (0.00480) \end{aligned}$ |
| Constant | $\begin{aligned} & 0.977 * * * \\ & (0.0273) \end{aligned}$ | $\begin{aligned} & 0.470 * * * \\ & (0.0349) \end{aligned}$ | $\begin{aligned} & 0.260 * * * \\ & (0.0330) \end{aligned}$ | $\begin{aligned} & -0.0471 \\ & (0.0401) \end{aligned}$ | $\begin{aligned} & 0.449 * * * \\ & (0.0322) \end{aligned}$ | $\begin{aligned} & 0.0826 * * \\ & (0.0415) \end{aligned}$ | $\begin{aligned} & -0.0121 \\ & (0.0376) \end{aligned}$ | $\begin{aligned} & 0.0355 \\ & (0.0395) \end{aligned}$ |
| Observations | 391,258 | 387,355 | 385,156 | 386,128 | 383,740 | 372,307 | 368,427 | 371,059 |
| R-squared | 0.067 | 0.114 | 0.111 | 0.106 | 0.086 | 0.079 | 0.104 | 0.081 |
| Mean of dependent variable | 0.878 | 0.200 | 0.303 | 0.700 | 0.150 | 0.433 | 0.951 | 0.467 |

Notes: controls are year of SIMCE test, full term birth, mother's education, marital status and age. School fixed effects in all regressions.


[^0]:    ${ }^{1}$ See (Paglin and Rufolo, 1990; Murnane, Willett, and Levy, 1995; Grogger and Eide, 1995; Altonji and Blank, 1999; Weinberger, 1999, 2001; Murnane, Willett, Duhaldeborde, and Tyler, 2000) for evidence on math scores and wages and see Altonji, Blom, and Meghir (2012) for a review on math curriculum and college major.

[^1]:    ${ }^{2}$ An earlier version of this paper included more detailed analysis of the PISA data. Please see Bharadwaj, De Giorgi, Hansen, and Neilson (2012) for more on the PISA data and evidence on the gender gap in many low and middle income countries.

[^2]:    ${ }^{3}$ For detailed information on the SIMCE and sample questions one can visit http://www.simce.cl/. Note that our data set does not contain the social science scores, just math and reading.

[^3]:    ${ }^{4}$ In the PISA-OECD analysis we do not present the results for the top percentile ( $1 \%$ ) as in this case we would be dealing with a very small number of observations.

[^4]:    ${ }^{5}$ One reassuring outcome is that the results of this regression with regard to the eighth grade gender gap are very similar to what the regression using the PISA data for Chile produces for students who are only a year or so older.
    ${ }^{6}$ It is important to note that this increase in the gender gap across grades is also replicable in the PISA-OECD data (see previous version of this paper in Bharadwaj, De Giorgi, Hansen, and Neilson (2012)). However, some studies focussing on individual low income countries find evidence to the contrary (see Suryadarma (2015) for evidence from Indonesia).

[^5]:    ${ }^{7}$ One would also have to consider the possibility that the 4 th grade test is not able to capture the very top performances as well as the 8th grade test.

[^6]:    ${ }^{8}$ Once again because of standard concerns with predictions from a linear probability model like this (in the tails), we also estimated a logit model with similar results (Appendix Table A.2).

[^7]:    ${ }^{9}$ The comparable reading related question is how often the parent reads to the child.
    ${ }^{10}$ The large majority of the students, $93 \%$ of the 4 th graders with valid SIMCE score, have valid parental investment information.

[^8]:    Standard errors in parentheses
    $*$ significant at $10 \%$; ** significant at $5 \%$; *** significant at $1 \%$
    Other controls: See Table 3

